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Abstract— Due to its sparse array construction, the coprime 
array can efficiently reduce mutual coupling, while the difference 
co-array (DCA) has holes that significantly reduce the amount of 
uniform degrees of freedom (uDOFs). By carefully building the 
subarrays, we propose in this letter a new coprime array 
structure termed hole-free coprime array (HFCA), which can 
provide a hole-free DCA. Additionally, in comparison to current 
coprime array architectures, we calculate the ideal HFCA that 
may generate the greatest hole-free DCA with a given number of 
sensors, increasing uDOFs. Furthermore, the simulations show 
how much better HFCA is in terms of uDOFs, spatial resolution, 
and direction of arrival estimation ability. 

Index Terms—Direction of arrival estimation, coprime array, 
difference co-array, uniform degree of freedom. 

 
 

I. INTRODUCTION 

IRECTION of arrival(DOA) estimation has been widely 

used in fields like radar, sonar and wireless communi- 

cation [1][2]. The well-performed subspace-based algorithms, 

such as ESPRIT [3] and MUSIC [4], are proposed to extract the 

DOA estimates with a linear array. However, the inter-element 

spacing of the array is usually smaller than half wavelength and 

the compact arrangement of sensors will lead to heavy mutual 

coupling [5]. 

In recent years, two kinds of sparse arrays, i.e., nested ar- 

ray [6] and coprime array [7], have attracted great attention. 

Specifically, the nested array can obtain a hole-free difference 

 

co-array(DCA), but it suffers from strong mutual coupling 

because a dense subarray with small inter-element spacing is 

involved. On the contrary, the coprime array with displaced sub- 

arrays(CADiS) [8] can enlarge the minimum distance between 

adjacent sensors to multiple folds of the half wavelength, which 

is quite attractive in reducing mutual coupling. However, the 

holes in the DCA of CADiS considerably reduce the achievable 

number of uniform degrees of freedom(uDOFs) that are de- 

pended on the contiguous segments in the DCA [9]. An example 

of CADiS with coprime integers 3 and 8 is provided in Fig. 1. It 

is illustrated clearly that only 51 uDOFs can be achieved, even 

though the DCA of the CADiS has 137 virtual array sensors. 

Recently, many works for coprime array structure are pre- 

sented to partly or fully fill the holes in the DCA and enhance 

the available number of uDOFs. Specifically, the augmented 

coprime array(ACA) [7] can obtain a larger contiguous segment 

in DCA by doubling the subarray with fewer sensors. The 

thinned coprime array(TCA) was proposed in [10], by deleting 

redundant sensors, the TCA can offer the same number of uDOFs 

as ACA with fewer sensors. In [11], the extended coprime 

arrays, including sliding extended coprime array(SECA) and 

relocating extended coprime array(RECA), were proposed by 

manipulating the sensors of one subarray in CADiS to increase 

the achievable number of uDOFs. While the aforementioned co- 

prime arrays only can partly fill the holes in the DCA, it is pointed 

in [12] that the complementary co-prime array(CCA) can pro- 

duce a hole-free DCA by inserting a complementary subarray 

into the k-times extended coprime array(kECA) [12], which 

can considerably enhance the uDOFs. However, the CCA owns 

a large compact subarray that leads to strong mutual coupling. 

This letter proposes a hole-free coprime array(HFCA) by 

carefully assembling the subarrays to eradicate the holes in 

the DCA of CADiS. The main contributions of this letter are 

summarized as follows: 1) We provide the location set of holes in 

the DCA of CADiS and comprehensively analyze the hole-filling 

process. 2) We give the closed-form expression and specific 

properties of HFCA and derive the optimal HFCA with a given 

number of sensors to obtain the maximum number of uDOFs. 3) 

We provide multiple simulation results to verify the superiority 

of HFCA in DOA estimation and resolution performance. 

Notations: diag  denotes a diagonal matrix.  and  stands 
for the Khatri-Rao product and the Kronecker product, respec- 

tively. [a, b] denotes an integer set   a1 a     a1      b, a1     Z , 

and Z = 0, 1, 2,. diff(Ta, Tb) gives a set containing 

the differences of elements between Ta and Tb. 
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Fig. 1.    Example of CADiS with coprime integers 3 and 8. 

 

II. DATA MODEL where  M  and  N   are  coprime  integers  and  3 ≤ M  <   

For a coprime array with T sensors, the sensor positions can 

be expressed as dtd, where t     [0, 1 , . .  .,T     1], dt      T, T is 

an integer set, d = λ/2 denotes the inter-element spacing, and λ 

denotes the wavelength. Assume K far-field uncorrelated signals 

with angles θk( k [1, 2 , . .  .,K]) impinging on the array, the 
array output can be expressed as 

x(t) = As(t)+ n(t) (1) 

where   t = 1,..  .,J,  and   J denotes the total  number 

of   snapshots.   A = [a(θ1), . . ., a(θK)]   denotes   the   direc- 

tion matrix, and the k-th steering vector is a(θk) = 
[e

−jπd
0  sin θk , . .  ., e

−jπd
T −1  sin θk ]

T
 .  s(t) =  [s1(t),.. ., sK(t)]

T
 

is the signal vector. n(t) represents the additive white Gaussian 

noise vector with covariance matrix σ
2
 IT , where σ

2
 stands for 

N . L1 = T − N − M − [M/2♩− 1 ≥ 1, L2 = M + N (T − 
 

The details of hole-filling process in HFCA are provided as 

follows. 

The subarrays with location sets T1 and T2 form a CADiS, 

and the hole positions in the DCA of CADiS are 

X1 = {x1 | x1 = MN − αM − βN }∩  [1,MN − N − M ] 
X2 = {x2 | x2 = L2 − (MN − αM − βN )} 
X3 = {x3 | x3 = m4N + M } 

X4 = {x4 | x4 = m5 N } 
(7)

 

where α   [1,N   2], β    [1,M    1], m4    [1,M ]. As the 

number of elements in subarray T2 decreases, the holes with 

location set X4 will appear, and when 1 ≤ L1 ≤ M − 1, m5 ∈ 
n n 

noise variance. The covariance matrix of x(t) is 

Rxx = E  x(t)x
H
 (t)  = ARssA

H
 + σ

2
 IT (2) 

where R = [s(t)s
H
 (t)] = diag([σ

2
,.. ., σ

2
 ]) stands for the 

[L1 + 1,M ], when L1 > M 1, m5 = 0. It is noteworthy that 

only the holes on the positive axis are considered due to the 

symmetry property of the hole positions. 

For the X1, we assume β1 ∈ [1, [M/2♩] ∈ β, and rewrite x1 

ss 1 K 

source covariance matrix and σ
2
 denotes the power of the k-th 

signal. 

By vectorizing the covariance matrix Rxx[13], we can obtain 

as [11] 

x1 = MN − αM − β1N = MN − β1N − M − M (α − 1) 

z = vec (R ) = A p + σ
2
 vec (I ) (3) where (α − 1)M ∈ [0,N − 3]M ∈ T1. 

xx v n T For β2 = M − β1 ∈ [M − [M/2♩,M − 1] ∈ β, we rewrite 
where p = [σ

2
,.. ., σ

2
 ]

T
 can be treated as the signal vector, x1 as 

1 K 

and  Av  = A
∗
     A = [a

∗
(θ1)     a(θ1), . . ., a

∗
(θK)     a(θK)] 

can be regarded as the equivalent direction matrix of DCA. The 

location set of the virtual sensors in the DCA is given by 

D = {z | z = u − v; u, v ∈ T} (4) 

By extracting the equivalent received signal from the contigu- 

ous part of DCA, then the spatial smoothing algorithms can be 

applied [7]. 

 
III. HOLE-FREE COPRIME ARRAY 

A. Proposed Hole-Free Coprime Array 

Definition 1. (Hole-Free Coprime Array): The location set of 

the sensors in HFCA can be specified by T, defined by 

T = T1 ∪ T2 ∪ T3 ∪ T4 (5) 

where T1, T2, T3 and T4 are the location sets of four subarrays 

x1 = MN − αM − β2 

= M (N − α − 1) − (MN − β1N − M ) (9) 

where (N α 1) [1,N 2] T1. We can conclude from 

(8) and (9) that the holes with location set X1 can be filled by 

inserting the sensors located at MN β1N and MN β1N  
M . Therefore, by inserting subarray T3 into CADiS, the holes 

with location set X1 can be filled. Furthermore, we rewrite x2 
as 

x2 = [(2M + N )+ L1 N + (N − 1) M + (α − 1) M ] 

— (MN − βN − M ) (10) 

when α = 1, (2M + N )+ L1 N + (N   1)M    T2 denotes 

the rightmost sensor location, which implies that the holes 

for α = 1 with location set X2 can be filled. Therefore, the 

remaining holes start from L1N + 3M +2 N . 

⎧
⎪ T1 = {nM  | 0 ≤ n ≤ N − 1 } 

The set of differences of elements between T4 
by 

and T1 is given 

T2 = {(N − 1) M + (2M + N )+  m1N | 0 ≤ m1 ≤ L1 } 
T3 = T31 ∪ T32 = {MN − m2N |1 ≤ m2 ≤ [M/2♩− 1 } diff (T4, T1) = {L1N + MN + 2M + 2N + m3 − nM } 

∪ {MN − [M/2♩N − M } 

T4 = {L2 + (M + N )+ m3 | 0 ≤ m3 ≤ M − 1 } 
 

(6) 

(11) 

where m3 [0,M 1], and n [0,N 1]. It is noteworthy 

that diff(T4, T1) can be regarded as the location set of sensors 

M/2 N ). 

⎪ 

(8) 

⎪⎨ 
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( 2, 31) =  M (N N − 
2 

(T +1  − [M/2♩) 

(M − (2T − 22)) + 96T − 488 

2 
2 

 

in [L1N + 3M +2 N, L1N + MN + 3M + 2N − 1], and 

L2 < L1N + MN + 3M + 2N − 1 (12) 

where L2 = L1N + MN + M + N . According to (12), all the 

holes with location set X2 can be filled. 

The set of differences of elements between T31 and T32 is 

given by 

diff (T31, T32)  = {MN − m2N − (MN − [M/2♩N − M )} 

= {([M/2♩− m2) N + M } (13) 

where ( M/2 m2) [1,  M/2 1]. 

The set of differences of elements between T2 and T31 is 

given by 

diff T   T { − 

TABLE I 
COMPARISON OF THE NUMBER OF UDOFS FOR DIFFERENT 

ARRAY CONFIGURATIONS 

 
     

     

      

      

      

      

      

     

         

 

For a fixed T , the number of uDOFs U is 

U = 2 (T +1  − N − [M/2♩) N + 6M − 1 

1 
2 

— (MN − m2 N )} 

= {(m1 + m2 + 1) N + M } 

(14) 
1 

+ (T +1  − [M/2♩)  + 6M − 1 (17) 

where (m1 + m2 + 1) [2,     L1    +      M/2      ]. 
According to (13) and (14), in the case of L1 ≥ M − [M/2♩, 

According to (17), the maximum value of U can be obtained 

with N = 
1
 (T +1 − [M/2♩). 

X3 = ([1,M ]N + M ) diff(T31, T32) diff(T2, T31), 
which means that the holes with location set X3 can be filled 

by inserting the subarray T3 into CADiS. 

For odd M , the optimal M can be obtained by solving the 
following problem: 

1 
[T − (M − 1) /2+ 1]

2
 + 6M − 1 

 

 Moreover, the set of differences of elements between T4 and 
T2 is given by 

max 
= 

 
(M − (2T − 21))

2
 + 96T − 440

  
/8 (18) 

diff (T4, T2) = {(L1 +1 − m1) N + (M + m3)} (15) 

where  L1 +1    m1     [1, L1 + 1],  M + m3     [M, 2M     1]. 
In the case of N      2M     1 and L1 +2   M (L1    M     2), 

[1, L1 + 2]N diff(T4, T2), which means that all the holes in 

location set X4 can be filled by inserting the subarray T4 into 
CADiS. In the case of N > 2M   1, the holes with location set 

X4 can be filled by the self difference set of T2, i.e., 

diff (T2, T2) = {[0, m1] N } (16) 

where m1 ∈ [1, L1]. In the case of L1 ≥ M, according to (7), 

subject to  M is odd, 3 ≤ M < N and property 1.b 

When 4 < 4T 45 < T, 12 < T < 15. In the case of T = 13 
and 14, the value of M = 4T 45 = 7 and 11 can be obtained, 

respectively. According to (6), L1 = T N M M/2 
1    1, then N     1 and N     4 can be obtained, which contra- 

dicts the condition of 3 M < N . As a result, for odd M , the 

optimal value of M = 3 is obtained. 

For even M , the optimal M can be obtained by solving the 

following problem: 

1 
(T +1  − M/2)

2
 + 6M − 1 

m5 = 0, which means the holes with location set X4 can be max 2 
2 (19) 

The main properties of HFCA are as follows. 

Property 1: HFCA defined by (6) possesses the following 

properties. 

a) The physical array aperture of HFCA is 3M + (T +1 − 
N − [M/2♩)N − 1. 

subject to  M is even, 4 ≤ M < N and property 1.b 

When 4 < 4T − 48 < T, 13 < T < 16. In the case of T = 14 
and 15, the value of M = 4T − 48 = 8 and 12 can be obtained, 

respectively. According to (6), L1 = T − N − M − [M/2♩−  

b) The M , N and T should satisfy the following condition: In 

the case of N   2M    1, T    2M + N    1+ M/2 . In the 

case of N > 2M 1, T 2M + N + 1 +  M/2 . 

c) HFCA can generate a hole-free DCA located at 

[−3M − N (T +1 − N − [M/2♩)+ 1, 3M + N (T +1  − 

N − [M/2♩) − 1], and the achievable number of uDOFs is 

2(T +1  − N − [M/2♩)N + 6M − 1. 

B. Optimal Choice of M and N for HFCA 

With a given T , the maximum number of uDOFs can be 

obtained by calculating the optimal choices of M and N . 

1    1, then N     1 and N     5 can be obtained, which contra- 

dicts the condition of 4 M < N . As a result, for even M , the 

optimal value of M = 4 is obtained. 

An example of HFCA with M = 3 and N = 8 is pro- 

vided in Fig. 2, where T1 = 0, 3, 6, 9, 12, 15, 18, 21  , T2 = 
35, 43, 51, 59, 67 , T3 = 13 and T4 = 78, 79, 80 . It is 

obvious that the DCA of HFCA is hole-free and is continuous 

in the range [ 80, 80] with 161 uDOFs. 

Table I gives the number of uDOFs of different coprime arrays 

for T = 17 and T = 30, where all the coprime arrays achieve 

the maximum number of uDOFs. Among all the coprime arrays, 

the proposed HFCA obtains the largest number of uDOFs 161 

2 

1) + (2M + N )+ m1 N = −2 

filled by the set of differences of elements between T2. = /8 
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Fig. 2.    Example of HFCA with M = 3,N = 8,T = 17. 

 

 

Fig. 3.    RMSE comparison versus SNR. 

 

and 465 for T = 17 and T = 30, respectively, which exhibits 

the superiority of HFCA in uDOFs. 

 
IV. SIMULATION RESULTS 

In this section, we only provide the simulation results to vali- 

date the performance of HFCA in DOA estimation performance 

due to the lack of real data at present. The simulation results 

exhibit the superiority of HFCA in DOA estimates. The spatial 

smoothing ESPRIT(SS-ESPRIT) [14] is utilized to obtain the 

DOA estimates in the following simulations. Besides, we use the 

root mean square error(RMSE) to evaluate the DOA estimation 

performance, which is defined by 

Fig. 4.    RMSE comparison versus snapshot. 

 

 
RMSE = 

 

    1  

200 K 

 
K 

k=1 

 
200 

q=1 
θk  − θ̂k,q 

 2
   

(20) 

Fig. 5.    Resolution probability versus angular separation. 

 

 

the specifications of coprime arrays are given by Table I. Assume 

where θ̂k,q   denotes the estimates of real angel θk  in the q-th 
Monte Carlo trial. 

Assume there are K = 24 signals impinging on the coprime 

arrays with θk = −65 + 130(k − 1)/23,k ∈ [1, 24]. The num- 

K  = 24 sources impinging on the array with angles θk
′   = −65 + 

130(k − 1)/11, k ∈ [1, 12] and θk
′′  = θk

′   + ◦θ, ◦θ denotes the 

angular separation. The 24 sources can be recognized if |θ̂′   − 

θk
′ | and |θ̂′′  − θk

′′ | are smaller than |θk
′   − θk

′′ |/2, where θ̂′   and θ̂′′
 

ber of sensors for all arrays is T = 17, and the specifications 

of coprime arrays are given by Table I. The RMSE results 

versus the signal-to-noise ratio(SNR) are shown in Fig. 3. The 

snapshot is set to J = 500, and the SNR varies from 5 dB 

to 30 dB. It is shown obviously that HFCA outperforms the 

other coprime arrays in DOA estimates, because it can obtain the 

largest contiguous segments in the DCA. In particular, although 

CCA can also provide a hole-free DCA, it provides less number 

of uDOFs than HFCA. Moreover, the ACA and kECA possess 

similar DOA estimation performance because of the same length 

of contiguous segments in DCA. The RMSE results versus the 

number of snapshot is shown in Fig. 4, where SNR=5 dB. It is 

illustrated clearly that the proposed HFCA can also achieve the 

best performance compared with the other coprime arrays. 

In addition, we study the resolution ability of the coprime 

arrays with T = 17 sensors, where SNR = 10 dB, J = 500 and 

are the DOA estimates. Fig. 5 gives the results of the resolution 

probability versus angular separation θ. It can be seen that 

HFCA can successfully recognize all the targets when θ 

1.75
◦

, which outperforms the other coprime arrays due to the 

elongated contiguous segments in the DCA. 

 
V. CONCLUSION 

This letter proposes the use of a new coprime array called HFCA. 

Through meticulous subarray assembly, the suggested HFCA can 

completely cover all of the holes in the CADiS DCA, yielding a 

DCA devoid of holes. Moreover, we derive the ideal HFCA that 

may achieve the largest number of uDOFs for a fixed number of 

sensors. Finally, simulations demonstrate the advantages of HFCA 

over alternative coprime arrays in terms of uDOFs, DOA estimates, 

and spatial resolution. 

Σ  Σ 
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